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for the questions

Answer either in English or in Assamese

1. Answer the following questions : 1x10=10
o ePpTRd b fwn

(a) Mention one importance of normal
distribution.

2T T0-4 9Ol WS SrE 397 |

(b) When is F-test used?
F-+3r® @feu 3921 391 = ?

(c) Give one property of t-test.
t-(Arwaq o1 CafEy foran o
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(2)

(d) Mention one cause of heteroscedasticity.

RxafRve b1 24w TR TrEe 40 |

(e) When does specification error arise?

Remw R @l fon Te =2

(f/’ What is linear equation?

AR qes 2

(g9 Write the full form of BLUE.
BLUES = &Ieq o1 |

(h) Define coefficient of determination.
SFH 7RO AR ford |
() If the error term is not distributed

normally with 62 variance, what type of
problem may arise?

Iz % Mo MYRT Rt TyRe o 2foqer
T, (OC2 (A (FCIEER STPTE T8 2'7?

() What is critical region?

@07 o 2
2. Answer the following questions : 2x5=10
o 2P Teq fin |
(a) Mention two properties of estimators.
HIFeFd o1 CaM8) SrEy 4 |
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(3)

(b) What does an error term represent?

@f5 oM o2 & wefrg 2

(c) Mention two sources of autocorrelation.

TULTTEA 51 BT Semy 41 |

(d) When does heteroscedasticity arise?
Resfivem ofom See = 2

(e) Distinguish between one-tailed test and
two-tailed test.

| G- PRAPR T R-RREE RwR TEe
; o1y foray |

3. Answer any four of the following questions :
5x4=20

TT 2P R @I wifRoR T

(a) What is normal distribution? Mention
the properties of normal distribution. 1+4=5

R I & 2 N4 761 PR fore |

(b) What is hypothesis testing? What are
the various steps of hypothesis testing?
1+4=5
e Il 2 oew o Rfdm zawm
fera |
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(4)

(c) Explain type-I and type-II error. 5

9oy oFEA @0 WE Al PRI FbA A
izlll

. (d) Explain the concept of regression.
Discuss the importance of regression in

economics. 2+3=5
SAAR YR AT I | HLANES AR
BFG E A 341 |

(e) Distinguish between multicollinearity
and autocorrelation.

IPDTE  TF  WODTIE TEwe 1Y)
A 341 |

() Explain the method of measuring the

goodness of fit in a multiple regression
model.

| EEE Ry Tey @emer fAdfy AR
AR SCo! T F47 |

4. Answer the following questions : 10x4=40
o P Ted fra

(a) Estimate the regression lines from the
following data : 10

frafafie ©9@ @1 X9 e ® Ya Supme @9
g 991 :

X : 78 89 97 69 59 79 68 61
Y :© 125 137 156 112 107 136 123 108
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Or / q<q1

Explain the consequences of auto-
correlation on OLS estimation. How can
autocorrelation be corrected? 4+6=10

OLS YFeae AR FqFaqE AT
1| G TP (AR SS9 1R 2

(b) What is test of significance? Mention the
various steps associated with tests of

significance. 3+7=10
MYFS! *_w 2 M AN A WS
TCTPTIR SCHY 391 |

Or / 911
Explain the consequences of multi-
collinearity. 10
I ACPTHR HICEADAT 47 |

(c) State and prove Gauss-Markov theorem
for B, in linear regression model
Y, =By +BX; +u,, where B, and B, are
parameters and u, is stochastic term. 10

Y, =Bo +B1 X +uy FAERT QYR HHURS
R-TRFS TGO IS W 499 I 1 TS B
% B, A6 2 WIF u, Fo M = |




(6)

Or / 941

Distinguish between null hypothesis and
alternative hypothesis. When is chi-
square distribution used? A random
sample of 5 students from a class was
taken. The marks scored by them are 80,
40, 50, 90 and 80. Does these sample
observations confirm that the class
average is 70? [Tabulated value of
t =2-78 corresponding to (n —1) d.f.].
2+3+5=10

e SqEm o {Fw SEma TeR oL o |
chi-35f R34 few IazR 331 =W 2 9B =@
5 & P T SHIRCSR @R 3 |
(OS99 ¥ 80, 40, 50, 90 HF 80
W, @ MYEE & RT 70 I
2 FAH? [t=2-783F URIge T
(n—1) d.f I C& S |

(d) Explain the uses of dummy variable for
measuring the change in parameters
over time. What is the use of dummy
variable in seasonal analysis? Explain.

S5+5=10

5] T ARIER (WY 9°3e RAwRFEE voe
(P IA 391 |/, WA 390 | Aol
ffemR crae afewe v e TR @9
07 0 40|
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Or / 941

Explain how specification error may
arise if irrelevant variable is included in a
linear regression model. Explain the
consequences of specification error. 4+6=10

P veed w[l Rom [eed & @M

TeT W G 7 L2 FBA dSRPIE I
kall

* * *




